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## 1 Fizzy Vizzies [14 Pts]

This question involves coding. All code for each part, where applicable, must be written in Python. Assume that the pandas library is imported as pd, the numpy the library is imported as np, and the Python regular expression library is imported as re.

The professors want to throw a picnic for all of Data 100 course staff to celebrate the end of the semester but can't decide which type of soda to get. They choose to consult Data 100 staff about their favorite fizzy drinks.
(a) [2 Pts] To gauge the popularity of sodas, suppose the professors only ask the first 5 people who show up to the weekly course staff meeting for their favorite type of soda. Assuming that there are more than 5 members of course staff, which of the following statements are true regarding this process? Select all that apply.A. This is a simple random sample.B. This is a convenience sample.
C. The results will likely have chance error.
D. The results will likely have selection bias.

## Solution:

Not everybody has the same probability of being selected for the sample, so option A is incorrect.

Option B is correct, as this is the definition of a convenience sample.

Option C is correct because there is always a chance error whenever there is a small sample.

Option D is correct because staff members were not randomly selected.

The professors realize it's easier to ask the entire staff to answer a poll about their favorite sodas. They record each staff member's favorite soda and its flavor and each staff member's year in school. Each staff member only responds once, and no two staff members have the same name. The results of this poll are stored in a pandas DataFrame named staff_poll. The first few rows are shown below.
$\qquad$

|  | name | soda | flavor | year |
| :--- | ---: | ---: | ---: | ---: |
| $\mathbf{0}$ | Sean | Diet Coke | Cola | Graduate |
| $\mathbf{1}$ | Alina | Orange Fanta | Orange | 5 |
| $\mathbf{2}$ | Geovanni | Coca-Cola | Cola | 4 |
| $\mathbf{3}$ | Ishani | Mountain Dew | Lemon-Lime | 3 |
| $\mathbf{4}$ | Shreya | Sprite | Lemon-Lime | 3 |
| $\mathbf{5}$ | Stephanie | None | None | 3 |
| $\mathbf{6}$ | Charlie | A\&W | Root Beer | 3 |

(b) [1 Pt] What is the minimum set of columns that form the primary key of this dataset? Write the label(s) of the column or group of columns.

Solution: name. There is one response (row) per person.
(c) [1 Pt] Which variable type best describes each of the following columns of staff_poll?

| Quantitative | Quantitative | Qualitative | Qualitative |
| :---: | :---: | :---: | :---: |
| Continuous | Discrete | Ordinal | Nominal |

(i) flavor
(ii) year

Solution: flavor contains categorical data without any inherent order.
year is mostly represented by numbers but is still a categorical variable, and it has an inherent ranking regarding what year a person is in school.
(d) [2 Pts] The professors want to identify which sodas are a sub-type of Coca-Cola. Sodas that fit this category either contain the sub-strings "Coke" or "Coca-Cola". The professors store a RegEx pattern in the variable soda_pattern which extracts the following substrings in the example below:
re.findall(soda_pattern, "Some people like Diet Coke or Cherry Coke more than regular Coca-Cola")
Output: ["Coke", "Coke", "Coca-Cola"]

Which of the following RegEx patterns could be soda_pattern? You only need to worry about the example text above and do not need to consider cases that are not present in the example. Select all that apply.A. r"Co[ke|ca\-Cola]"
B. $r$ "Co\w\{2\}\-? \w*"
C. r"Coke|Coca-Cola"D. r"Co(ke|ca-Cola)"

## Solution:

Option A is incorrect because it will only pick the first letter inside the brackets. So potential outputs could include "Cok or "Coe".

Option B is correct. It looks for "Co" followed by two letters, then an optional dash, and some more optional letters.

Option C looks for the two substrings we want.

Option D is incorrect because the capturing group will only return what is inside the parentheses. So the output of this pattern would be "ke" or "ca-Cola".
(e) [2 Pts] The professors want to know which type of soda was most popular amongst all staff members, so they create a Series called fav_flavors using the following line of code:

```
fav_flavors = staff_poll["flavor"].value_counts()
```

Assume that the seaborn library is imported as sns and the matplotlib pyplot library is imported as $p l t$. Which of the following lines of code will visualize the data stored in fav_flavors? Select all that apply.A. sns.countplot(data=staff_poll, $x=$ "flavor")
B. plt.hist (fav_flavors)C. sns.boxplot (x=fav_flavors.values)D. plt.bar(fav_flavors.index, fav_flavors.values)

Solution: fav_flavors stores how many times a categorical variable appears, which is best visualized via a bar chart.

Option A does not use fav_flavors but essentially recreates it from the raw data by using countplot.

Options B and C create visualizations that plot one numerical variable.
Option D is the correct way to create a bar chart.
(f) [2 Pts] Which of the following types of visualizations are typically used to illustrate the distribution of a single quantitative variable? Select all that apply.A. Histogram
B. ScatterplotC. Line PlotD. KDE Plot

Solution: KDE's and histograms illustrate the distribution of one numerical variable. Scatterplots and line plots illustrate the relationship between two numerical variables.
(g) [4 Pts] The professors are interested in filtering staff_poll to only include rows which have an entry in the soda column that is at least 2 words and 4 characters long. We define having two words as anything with a space character, such as "Mountain Dew".
(i) First, write a line of code to assign has_space to a Series containing boolean values for whether or not each entry of the soda column in staff_poll contains a space character (in your answer, please represent the space character as " $\lrcorner$ ").
has_space = $\qquad$
Solution: staff_poll["soda"].str.contains("৬")
(ii) Next, write a line of code to create a DataFrame, which has the same structure as staff_poll but only contains rows that have an entry in the soda column that is at least 2 words and 4 characters long. You may assume has_space was defined correctly.

## Solution:

staff_poll[(has_space)\&(staff_poll["soda"].str.len()>=4)] Note: The parentheses around has_space is optional, but the second set of parentheses is required.

## 2 Gradient Gala [7 Pts]

(a) [4 Pts] Suppose Tina has the following model: $\hat{y}=2 \theta_{0}+\theta_{0}^{4} \theta_{1} x-e^{2 \theta_{1}} x^{2}$. If Tina decides to use Mean Squared Error (MSE) as the loss function, $L$, to select the optimal choice of $\theta_{0}$ and $\theta_{1}$, which of the following expressions represents the gradient vector $\nabla_{\theta} L$ ?

Note: Grading will be done based on the work you show in the box below. Please indicate clearly how you calculate each item in the gradient vector.
A. $\nabla_{\theta} L=\left[\begin{array}{c}\frac{1}{n} \sum_{i=1}^{n} 2\left(y_{i}-2 \theta_{0}-\theta_{0}^{4} \theta_{1} x_{i}+e^{2 \theta_{1}} x_{i}^{2}\right)\left(-2-4 \theta_{0}^{3} \theta_{1} x_{i}\right) \\ \frac{1}{n} \sum_{i=1}^{n} 2\left(y_{i}-2 \theta_{0}-\theta_{0}^{4} \theta_{1} x_{i}+e^{2 \theta_{1}} x_{i}^{2}\right)\left(-\theta_{0}^{4} x_{i}+2 e^{2 \theta_{1}} x_{i}^{2}\right)\end{array}\right]$
B. $\nabla_{\theta} L=\left[\begin{array}{c}\frac{2}{n} \sum_{i=1}^{n}\left(y_{i}+2 \theta_{0}+\theta_{0}^{4} \theta_{1} x_{i}-e^{2 \theta_{1}} x_{i}^{2}\right)\left(2+4 \theta_{0}^{3} \theta_{1} x_{i}\right) \\ \frac{2}{n} \sum_{i=1}^{n}\left(y_{i}+2 \theta_{0}+\theta_{0}^{4} \theta_{1} x_{i}-e^{2 \theta_{1}} x_{i}^{2}\right)\left(\theta_{0}^{4} x_{i}-2 e^{2 \theta_{1}} x_{i}^{2}\right)\end{array}\right]$
C. $\nabla_{\theta} L=\left[\begin{array}{c}\frac{1}{n} \sum_{i=1}^{n} 2\left(y_{i}-2 \theta_{0}-\theta_{0}^{4} \theta_{1} x_{i}+e^{2 \theta_{1}} x_{i}^{2}\right)\left(-4 \theta_{0}^{3} \theta_{1} x_{i}\right) \\ \frac{1}{n} \sum_{i=1}^{n} 2\left(y_{i}-2 \theta_{0}-\theta_{0}^{4} \theta_{1} x_{i}+e^{2 \theta_{1}} x_{i}^{2}\right)\left(2 e^{2 \theta_{1}} x_{i}\right)\end{array}\right]$
$\bigcirc$ D. $\nabla_{\theta} L=\left[\begin{array}{l}\frac{2}{n} \sum_{i=1}^{n}\left(y_{i}+2 \theta_{0}+\theta_{0}^{4} \theta_{1} x_{i}-e^{2 \theta_{1}} x_{i}^{2}\right)\left(4 \theta_{0}^{3} \theta_{1} x_{i}-2 e^{2 \theta_{1}} x_{i}\right) \\ \frac{2}{n} \sum_{i=1}^{n}\left(y_{i}+2 \theta_{0}+\theta_{0}^{4} \theta_{1} x_{i}-e^{2 \theta_{1}} x_{i}^{2}\right)\left(4 \theta_{0}^{3} \theta_{1} x_{i}-2 e^{2 \theta_{1}} x_{i}\right)\end{array}\right]$

## Solution:

First, we can set up the loss function like so:

$$
\begin{aligned}
L(\theta) & =\frac{1}{n} \sum_{i=1}^{n}\left(y_{i}-\left(2 \theta_{0}+\theta_{0}^{4} \theta_{1} x_{i}-e^{2 \theta_{1}} x_{i}^{2}\right)\right)^{2} \\
& =\frac{1}{n} \sum_{i=1}^{n}\left(y_{i}-2 \theta_{0}-\theta_{0}^{4} \theta_{1} x_{i}+e^{2 \theta_{1}} x_{i}^{2}\right)^{2}
\end{aligned}
$$

From here, we take the partial derivative with respect to $\theta_{0}$, which equals:

$$
\frac{1}{n} \sum_{i=1}^{n} 2\left(y_{i}-2 \theta_{0}-\theta_{0}^{4} \theta_{1} x_{i}+e^{2 \theta_{1}} x_{i}^{2}\right)\left(-2-4 \theta_{0}^{3} \theta_{1} x_{i}\right)
$$

Then, we take the partial derivative with respect to $\theta_{1}$ :

$$
\frac{1}{n} \sum_{i=1}^{n} 2\left(y_{i}-2 \theta_{0}-\theta_{0}^{4} \theta_{1} x_{i}+e^{2 \theta_{1}} x_{i}^{2}\right)\left(-\theta_{0}^{4} x_{i}+2 e^{2 \theta_{1}} x_{i}^{2}\right)
$$

$\qquad$
(b) [2 Pts] Tina decides to try a new loss function, $\tilde{L}$, defined based on the two model parameters $\theta_{0}$ and $\theta_{1}$ :

$$
\tilde{L}(\theta)=2 \theta_{0}+\theta_{0}^{4} \theta_{1}-e^{2 \theta_{1}}
$$

Assume that we run gradient descent with $\theta_{0}^{(0)}=1$ and $\theta_{1}^{(0)}=2$. For a learning rate of $\alpha=0.5$, calculate the value of $\theta_{0}^{(1)}$. Please simplify your answer.

$$
\theta_{0}^{(1)}=
$$

$\qquad$

Solution: The gradient of $\tilde{L}$ with respect to $\theta_{0}$ is $2+4 \theta_{0}^{3} \theta_{1}$
From this, we can set up the descent update rule like so:

$$
\theta_{0}^{(1)}=\theta_{0}^{(0)}-0.5\left(2+4 \theta_{0}^{(0)^{3}} \theta_{1}^{(0)}\right)
$$

After plugging in our given values for $\theta^{(0)}$, we get the following:

$$
\theta_{0}^{(1)}=1-0.5\left(2+4\left(1^{3}\right)(2)\right)=1-0.5(2+8)=1-5=-4
$$

(c) $[1 \mathrm{Pt}]$ Assuming that $\tilde{L}$ is a convex function, where is the optimal value of $\hat{\theta}_{0}$ for $\tilde{L}$ in relation to $\theta_{0}^{(0)}$ from the previous part?A. $\hat{\theta}_{0}<\theta_{0}^{(0)}$B. $\hat{\theta}_{0}=\theta_{0}^{(0)}$C. $\hat{\theta}_{0}>\theta_{0}^{(0)}$D. Not enough information

Solution: From the previous part, the gradient of $\tilde{L}$ with respect to $\theta_{0}$ at time $t=0$ is 10 , which is a positive number. A positive slope means the optimal value is to the left (less than).
$\qquad$

## 3 Crust-Validation [10 Pts]

Yash feels mighty crusty and decides to bake some pies for the professors. The professors then rate their satisfaction with the pies on a scale of 1 to 10 ( 10 being the highest satisfaction). Yash records this satisfaction score and other data about the pies in a DataFrame called pies. The first 5 rows are given below.

|  | flavor | crust | lattice | open_face | diameter_in | diameter_cm | professor | satisfaction |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $\mathbf{0}$ | apple | standard | 0 | 0 | 9.2 | 23.368 | Narges | 9 |
| $\mathbf{1}$ | chocolate | graham <br> cracker | 0 | 1 | 10.1 | 25.654 | Fernando | 7 |
| $\mathbf{2}$ | peach | standard | 1 | 0 | 8.5 | 21.590 | Narges | 6 |
| $\mathbf{3}$ | banana <br> cream | graham <br> cracker | 0 | 1 | 9.0 | 22.860 | Narges | 10 |
| $\mathbf{4}$ | pumpkin | graham <br> cracker | 0 | 1 | 9.3 | 23.622 | Fernando | 8 |

(a) [3 Pts] Fill in the blanks to write a line of code that generates a Series that displays the top 5 flavor and crust combinations with the highest average satisfaction.
pies. $\qquad$ A $\qquad$
$\qquad$ B $\qquad$ ].mean () $\qquad$ C $\qquad$ [:5]
(i) Fill in blank A:

Solution: groupby(['flavor', 'crust'])
(ii) Fill in blank B:

Solution: 'satisfaction'
(iii) Fill in blank C :

Solution: sort_values (ascending = False)
(b) [2 Pts] Yash thinks that all pies with an open_face do not have a lattice. Both columns are binary, with 1 meaning that the pie has an open_face or lattice for that respective column, and 0 meaning that the pie does not have an open_face or lattice for that respective column. Select all the lines of code that return True if Yash is correct, and Fal se otherwise.
$\square$ A. sum(pies [pies["open_face"]==1]["lattice"])==0
B. sum (pies[pies ["open_face"]==0]["lattice"]) ==len(pies)
$\square$ C. len (pies [pies ["lattice"]+pies ["open_face"]>1])==0
D. sum (pies ["lattice"]+pies ["open_face"])==pies.shape[0]

## Solution:

Option A checks that there are no rows with a lattice value of 1 after filtering for pies with an open_face value of 1 .

Option B is essentially the reverse of the first choice, but we don't care about cases where a pie does not have an open_face.

Option C checks to ensure there are no rows where a pie has both an open_face and a lattice because both columns would have entries of 1 , which would add up to more than 1.

Option D would return True if there were the same number of rows where both columns were 0 and rows where both columns were 1 .
(c) [3 Pts] Yash decides to train an Ordinary Least Squares (OLS) model to predict the sat isfact ion score.
(i) There are 6 types of flavor of pie, 2 types of crust, and 2 professor evaluators. Yash decides to use ONLY these columns to fit his OLS model. If he decides to onehot encode these columns, what is the maximum number of columns that could exist in Yash's design matrix $\mathbb{X}$ for OLS to yield a unique solution and for the sum of residuals to equal 0 ?

Number of Columns $=$ $\square$

Solution: 6 flavors +2 crusts +2 professors +1 intercept column $=11$. However, we need to drop 1 column from each of the 3 one-hot encoded variables to avoid linear dependence, so the final answer is $11-3=8$.
(ii) Now Yash wants to train a new model that utilizes ONLY the numerical columns (including lattice and open_face). What is the maximum number of columns that could exist in Yash's new design matrix $\mathbb{X}$ for OLS to yield a unique solution and for the
$\qquad$
sum of residuals to equal 0 ?
Number of Columns $=$ $\square$

Solution: There's a column for diameter in inches and a column for diameter in centimeters, which would be linear combinations of one another, so we need to drop one of them. There are 4 numerical columns +1 intercept column -1 of the diameter columns $=4$ total columns.
(d) [2 Pts] Yash decides to use LASSO regression with the design matrix from part 3c(ii). He has 4 candidate values for the regularization parameter $\lambda$, and decides to use 5 -fold crossvalidation to find the best $\lambda$. How many validation errors will he need to calculate?
Number of Validation Errors $=\square$
Solution: 5 folds $* 4$ values of $\lambda=20$ validation errors

## 4 Leg-ularization [7 Pts]

Rohan is an upstanding citizen who likes to pick up pieces of litter on the street when he goes for a jog. He wishes to model the number of pieces he picks up $\left(y_{i}\right)$ from the number of miles he runs ( $x_{i}$ ) and decides to use the following model:

$$
\hat{y}_{i}=\theta_{0}+\theta_{1} 4^{x_{i}}
$$

Rohan begins to track data from his last three runs and stores it in the table below.

| $x$ | $y$ |
| :--- | :---: |
| 0.5 | 3 |
| 1 | 7 |
| 2 | 31 |

(a) [2 Pts] With $n$ as the number of data points and $m$ as the number of features, which of the following are appropriate loss functions with L2 regularization? Select all that apply.A. $\frac{1}{n} \sum_{i=1}^{n}\left(y_{i}-\hat{y}_{i}\right)^{2}+\lambda \sum_{i=1}^{m}\left(\theta_{i}\right)^{2}$B. $\frac{1}{m}\|\mathbb{Y}-\mathbb{X} \theta\|_{2}^{2}+\lambda\|\theta\|_{2}^{2}$C. $\frac{1}{n} \sum_{i=1}^{n}\left(y_{i}-\hat{y}_{i}\right)^{2}+\left(\lambda \sum_{i=1}^{m} \theta_{i}\right)^{2}$
D. $\frac{1}{n}\|\mathbb{Y}-\hat{\mathbb{Y}}\|_{2}^{2}+\lambda\|\theta\|_{1}$

## Solution:

Option A is the correct way to represent L 2 regularization
Option B normalizes by the number of features instead of data points.
Option C squares the entire sum of the weights, not the sum of the squared weights.
Option D is a representation of L1 regularization.
(b) [3 Pts] Rohan decides to utilize LASSO Regression for his model and finds the ideal weights to be $\hat{\theta}_{0}=-1, \hat{\theta}_{1}=2$. Next, given $\lambda=\frac{1}{2}$, calculate the empirical risk.
$\qquad$
$\square$

## Solution:

To calculate each $\hat{y}_{i}$, we feed each $x_{i}$ into our model: $\hat{y}_{i}=-1+2\left(4^{x_{i}}\right)$
When $x_{i}=0.5, \hat{y}_{i}=-1+2\left(4^{0.5}\right)=-1+2(2)=3$
When $x_{i}=1, \hat{y}_{i}=-1+2\left(4^{1}\right)=-1+2(4)=7$
When $x_{i}=2$, $\left.\hat{y}_{i}=-1+2\left(4^{2}\right)\right)=-1+2(16)=31$
To get the left term (MSE), we square each error $\left(\left|y_{i}-\hat{y}_{i}\right|\right)$, and average them:

$$
\frac{1}{3}\left((3-3)^{2}+(7-7)^{2}+(31-31)^{2}\right)=\frac{1}{3}(0)=0
$$

To get the right term, we take the absolute value of each $\theta_{j}$, take the sum, then multiply by $\lambda=\frac{1}{2}$. However, we don't regularize on the intercept term, so we exclude $\theta_{0}$ from this sum:

$$
\lambda(|2|)=\lambda(2)=\frac{1}{2}(2)=1
$$

Finally, we sum the left and right terms together to get an empirical risk of 1.
$\qquad$
(c) [2 Pts] Now Rohan wants to use a different model with even more features. For each of the following subparts, select the best choice for the following scenarios.
(i) Rohan has too many features and wants to narrow down the number of features.
A. L1 Regularization
B. L2 RegularizationC. None of the above

Solution: Due to its sparseness, L1 Regularization helps remove less useful features.
(ii) The model has a very high validation error.A. We should increase $\lambda$B. We should decrease $\lambda$C. Not enough information

Solution: A high validation error could either mean our model is overfitting and too complex or underfitting and not complex enough. Based on this information alone, we cannot determine which of these two situations is occurring and, therefore, do not know how to adjust $\lambda$.
$\qquad$

## 5 Variable Vibes [5 Pts]

Mir has begun to track the amount of time (in minutes) it takes for him to ride his electric skateboard to and from class. He notices that his commute time to class can be represented as a normal distribution with an expectation of 6 and a variance of 3 . His commute time on his way back from class can be represented as a normal distribution with an expectation of 3 and a variance of 12 . Assume that each commute is independent of all other commutes.
(a) [2 Pts] What is Mir's expected total commute time (both directions) over a 5-day week? Grading will be done based on the work you show in the box below.
$\square$

Solution: First, we define $T$ as Mir's travel time to class and $F$ as his travel time from class. This problem can essentially be framed as:

$$
E[5(T+F)]
$$

Using linearity of expectation, this can be expanded out to be:

$$
5 E[T]+5 E[F]=5 \times 6+5 \times 3=45
$$

(b) [2 Pts] What is Mir's total commute time (both directions) variance over a 5-day week? Grading will be done based on the work you show in the box below.

Solution: First, we can frame this problem as trying to solve for the total variance of 10 total trips ( 5 to class, 5 from class). Because each commute time is independent, the total variance is just the sum of each individual variance (the covariance between each commute time will be 0 ):

$$
5 \operatorname{Var}(T+F)
$$

Additionally, we know $T$ is independent from $F$, so $\operatorname{Cov}(T, F)=0$, and the previous expression simplifies as:

$$
5 \operatorname{Var}(T)+5 \operatorname{Var}(F)=5(3)+5(12)=75
$$

(c) [1 Pt] Mir decides to measure the difference between the total travel time going to class and the total travel time leaving the class over 5 days. Which of the following describes the relationship between the variance of this new metric and the variance in part (b)?
A. It will be greater than the variance in part (b).
B. It will be equal to the variance in part (b).
C. It will be less than the variance in part (b).
D. Not enough information.

Solution: This variance of the difference can be written as:

$$
\begin{gathered}
5 \operatorname{Var}(T-F)=5 \operatorname{Var}(T)+5 \operatorname{Var}(-F) \\
=5 \operatorname{Var}(T)+5 \operatorname{Var}(-1 * F)=5 \operatorname{Var}(T)+(-1)^{2} 5 \operatorname{Var}(F) \\
=5 \operatorname{Var}(T)+5 \operatorname{Var}(F)
\end{gathered}
$$

This is the same variance as part b. Intuitively, this shows that sign does not matter within variance.
$\qquad$

## 6 Bias-Variance Trade Offer [7 Pts]

Matthew and Brandon have photos of their pets curled up and photos of bagels. They both decide to train models to predict whether an image shows an animal or a bagel.
(a) [1 Pt] True or False. Matthew opts to build a model to calculate the probability that each photo depicts a bagel. If he opts to use a constant model, with the proportion of bagel photos in the dataset as the constant, he will always achieve a model bias of 0 .
A. True
B. False

Solution: While this would be an unbiased estimator (it is the mean of our data), this only means that the expected bias is 0 , but the actual bias of a given model could still be higher. Additionally, you cannot determine the actual bias of the model from this information alone.
(b) [1 Pt] True or False. If Matthew adds 10 more good-quality photos of bagels or pets to his training set for his model from part (a), the model is generally less likely to overfit.A. TrueB. False

Solution: Adding more data to the training set can help it generalize more toward unseen data.
(c) [2 Pts] Brandon trains a logistic regression model that classifies a photo as "animal" or "bagel". He notices that his training and validation errors are both too high. Which of the following are reasonable methods that Brandon can try to decrease both errors? Select all that apply.A. Reduce the number of features in the model.B. Increase the number of features in the model.C. Decrease the regularization parameter $\lambda$.
$\square$ D. Perform further feature engineering.

## Solution:

Option A is a common way we reduce model complexity to increase bias.
Option B will make the model more complex and help with underfitting.

Option C will decrease the bias for the model, helping with underfitting.

Option D will make the model more complex (if done right) and help with underfitting.

Matthew decides to try a new method. He first comes up with a model $h(x)$, which has a bias of $B$ and a variance of $V$ on the original dataset. Next, he builds a new model $f(x)$ using this process:

1. Obtain $n$ independent, random samples from the original dataset.
2. For each dataset, train a new version of $h_{i}(x)$ for each $i$ from 1 to $n$, where $h_{1}(x)$ was the $h(x)$ model trained on the first dataset and $h_{n}(x)$ was the $h(x)$ model trained on the $n^{\text {th }}$ dataset.
3. Finally, define $f(x)$ as $f(x)=\frac{1}{n} \sum_{i=1}^{n} h_{i}(x)$.
(c) [3 Pts] What is the model's bias squared of the $f(x)$ model in terms of $B$ and $n$ ? Grading will be done based on the work you show in the box below.A. $B^{2}$B. $\frac{1}{n} B^{2}$C. $\left(\frac{B}{n}\right)^{2}$D. $n B^{2}$

Solution: Intuitively, if we are using the same model and averaging out the results, this would not impact the bias of our aggregated model, so the bias squared of $f(x)$ will be the same as $h(x)$.

Mathematically, we can prove this by setting the bias squared as follows (where $g(x)$ is the actual correct prediction for a given datapoint $x$ ):

$$
\begin{aligned}
(E[h(x)] & -g(x))^{2}=\left(E\left[\frac{1}{n} \sum_{i=1}^{n} h_{i}(x)\right]-g(x)\right)^{2} \\
= & \left(\frac{1}{n} \sum_{i=1}^{n} E\left[h_{i}(x)\right]-\frac{1}{n} \sum_{i=1}^{n} g(x)\right)^{2} \\
= & \left(\frac{1}{n} \sum_{i=1}^{n}\left(E\left[h_{i}(x)\right]-g(x)\right)\right)^{2}
\end{aligned}
$$

The term inside the summation is simply the bias of each $h_{i}(x)$ model, so we can plug this in to finally yield this result:

$$
\begin{gathered}
=\left(\frac{1}{n} \sum_{i=1}^{n} B\right)^{2} \\
=B^{2}
\end{gathered}
$$

$\qquad$

## 7 The Original Was Better Than The SQL [11 Pts]

This question involves SQL databases. All code for this question, where applicable, must be written as SQL queries. In each blank, you may write as much code as is necessary, provided it fits the given skeleton code.

Lillian is planning a Data 100 movie night! She asks each staff member to name their favorite movie and rate it on a scale of 1-10, and saves the results in a SQL table called favorites. Lillian gathers additional information about movies, including movies that weren't in favorites, and stores it in another SQL table called movies.

The first 5 rows of both tables are shown below:

| name |  | fav_movie personal_rating |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | Angela | The Incredibles |  | 9.5 |  |
| 1 | Srikar | Avengers: Infinity War |  | 9.1 |  |
| 2 | Pragnay | Avengers: Infinity War |  | 8.6 |  |
| 3 | Rahul | Star Wars: The Empire Strikes Back |  | 8.4 |  |
| 4 | Celine | The Grand Budapest Hotel |  | 10.0 |  |
| favorites |  |  |  |  |  |
|  |  | title | franchise | imdb | year |
| 0 | Star Wars: A New Hope |  | Star Wars | 8.6 | 1977 |
| Star Wars: The Empire Strikes Back |  |  | Star Wars | 8.7 | 1980 |
| 2 | Star Wars: Revenge of the Sith |  | Star Wars | 7.6 | 2005 |
| 3 | The Avengers |  | Avengers | 8.0 | 2012 |
| 4 | Avengers: Infinity War |  | Avengers | 8.4 | 2018 |

$\qquad$
(a) [4 Pts] Fill in the blanks below to write a SQL query that identifies the 5 movie franchises with the highest average IMDB ratings and at least 3 entries.

An example output is given below. The output should contain the columns: franchise (name of the franchise), avg_imdb (average IMDB score of movies within a given franchise in the movies table), and num_entries (number of movies within a given franchise in the movies table).

|  | franchise | avg_imdb | num_entries |
| :--- | ---: | ---: | ---: |
| $\mathbf{1}$ | Avengers | 8.025000 | 4 |
| $\mathbf{0}$ | Star Wars | 7.418182 | 11 |

SELECT franchise, $\qquad$ A $\qquad$
FROM movies
$\qquad$
(i) Fill in Blank A:

Solution: AVG(imdb) AS avg_imdb, COUNT (*) AS num_entries
(ii) Fill in Blank B:

Solution: GROUP BY franchise
(iii) Fill in Blank C:

Solution: HAVING num_movies $>=3$
Alternate: HAVING num_entries > 2
(iv) Fill in Blank D:

Solution: ORDER BY avg_imdb DESC
(v) Fill in Blank E:

Solution: LIMIT 5
(b) [4 Pts] Lillian wants to pick a movie that features a famous actor and collects data for the table actors. The first 5 rows are shown below.

|  | title | actor |
| ---: | ---: | ---: |
| $\mathbf{0}$ | The Avengers | Chris Evans |
| $\mathbf{1}$ | The Avengers | Jeremy Renner |
| $\mathbf{2}$ | Avengers: Infinity War | Chris Evans |
| $\mathbf{3}$ | Avengers: Infinity War | Chris Hemsworth |
| $\mathbf{4}$ | Star Wars: The Empire Strikes Back | Mark Hamill |

Fill in the blanks to write a SQL query to return a table that displays the name of each actor and the latest year they appeared in a staff member's favorite movie (name this column most_recent). Note that actors may have starred in multiple movies. An example output is shown below.

|  | actor | most_recent |
| :--- | ---: | ---: |
| $\mathbf{0}$ | Chris Evans | 2018 |
| $\mathbf{1}$ | Chris Hemsworth | 2018 |
| $\mathbf{2}$ | Jeremy Renner | NULL |
| $\mathbf{3}$ | Mark Hamill | 1980 |

Hint: If an actor has never appeared in a staff member's favorite movie, they should have a most_recent entry of NULL.

SELECT a.actor, $\qquad$ A $\qquad$ FROM favorites AS f
$\qquad$ B___ movies AS m ON $\qquad$ C
$\qquad$
$\qquad$ actors AS a ON a.title = m.title
$\qquad$ E $\qquad$ ;
(i) Fill in Blank A:

Solution: MAX (m.year) AS most_recent
(ii) Fill in Blank B:

Solution: JOIN
$\qquad$
(iii) Fill in Blank C:

Solution: f.fav_movie $=$ m.title
(iv) Fill in Blank D:

Solution: RIGHT JOIN
(v) Fill in Blank E:

Solution: GROUP BY a.actor
(c) [3 Pts] Lillian stores the average IMDB score across all movies (6.8) in a variable called avg_all_imdb.

Fill in the blank to write a SQL query that returns a copy of the original favorites table with an additional column named above_imdb_mean, which contains a value of "Above" if the personal_rating is above the mean IMDB rating, "Below" if the personal_rating is below this mean, and "Equal" otherwise.

|  | name | fav_movie | personal_rating | above_imdb_mean |
| :--- | ---: | ---: | ---: | ---: |
| $\mathbf{0}$ | Angela | The Incredibles | 9.5 | Above |
| $\mathbf{1}$ | Srikar | Avengers: Infinity War | 9.1 | Above |
| $\mathbf{2}$ | Pragnay | Avengers: Infinity War | 8.6 | Above |
| $\mathbf{3}$ | Rahul | Star Wars: The Empire Strikes Back | 8.4 | Above |
| $\mathbf{4}$ | Celine | The Grand Budapest Hotel | 10.0 | Above |

SELECT name, fav_movie, personal_rating, AS above_imdb_mean
FROM favorites;
Using as many lines as you need, fill in the blank:

## Solution:

CASE
WHEN personal_rating > avg_all_imdb THEN "Above"
WHEN personal_rating < avg_all_imdb THEN "Below"
ELSE "Equal"
END
$\qquad$

## 8 Double Feature [12 Pts]

Yuerou can't believe everyone she knows only decided to watch one of Barbie or Oppenheimer. She collects data and gives each person a label of $y_{i}=1$ if a person watched Barbie, and $y_{i}=0$ if a person watched Oppenheimer. Assume that everybody in the dataset only watched one of the movies. The data Yuerou collected is displayed in the following table:

| $\mathbb{X}_{:, 1}$ | $\mathbb{X}_{:, 2}$ | $y$ |
| :---: | :---: | :---: |
| 1 | 2 | 1 |
| 2 | -1 | 1 |
| 0 | 0 | 0 |
| 2 | 0 | 0 |

(a) $[1 \mathrm{Pt}]$ Is this data linearly separable?
$\bigcirc$ Yes
○ No

Solution: There is no way to draw a line separating the points with $y_{i}=1$ from those with $y_{i}=0$.
(b) [3 Pts] Yuerou trains a logistic regression model with an intercept term and finds the optimal model parameters to be $\hat{\theta}=\left[3, \frac{1}{2},-2\right]^{T}$.
Suppose that we observe a new data point $x_{\text {new }}=\left[x_{\text {new }, 1}, x_{\text {new }, 2}\right]^{T}=[4,-1]^{T}$, with a corresponding $y_{\text {new }}=0$. Based on the model, what is the probability that the person represented by $x_{n e w}$ watched Oppenheimer?

Note: You may leave your final answer as an expression in terms of $e$.

Probability: $\qquad$

Solution: Predicting Oppenheimer means that we predict a class of 0 , so we want to calculate $\hat{P}\left(y=0 \mid x_{\text {new }}\right)$. First, we know that:

$$
\hat{P}\left(y=0 \mid x_{\text {new }}\right)=1-\hat{P}\left(y=1 \mid x_{\text {new }}\right)
$$

So all we need to do is to use the sigmoid function like so:

$$
\hat{P}\left(y=1 \mid x_{\text {new }}\right)=\sigma\left([3,1 / 2,-2] *[1,4,-1]^{T}\right)=\sigma(7)=\frac{1}{1+e^{-7}}
$$

Note that there's an extra 1 in the right term of our sigmoid input; this is to represent the intercept term. From here, we take the compliment:

$$
\hat{P}\left(y=0 \mid x_{\text {new }}\right)=1-\frac{1}{1+e^{-7}}
$$

(c) [2 Pts] Suppose that for just this part, Yuerou decides to minimize the following loss function:

$$
L(\theta)=\frac{1}{n} \sum_{i=1}^{n} y_{i}\left(y_{i}-\hat{y}_{i}\right)+\left(1-y_{i}\right)\left(y_{i}-\hat{y}_{i}\right)
$$

Which of the following is correct regarding this loss function? Select all that apply.
A. Under this loss function, worse model predictions can incur less penalty than better model predictions.
B. This loss function is the complement of accuracy (i.e., $1-L(\theta)=$ accuracy).C. A model that always predicts $\hat{y}=0$ will always have a loss $\geq 0$.
D. The range of this loss function is $[-1,1]$.

Solution: With this loss function, a true positive or true negative will incur a loss of 0 , a false positive will incur a loss of -1 , and a false negative will incur a loss of 1
A. A false positive will have a lower loss than a true prediction (-1 vs. 0).
B. This would be true if we were to take the absolute value inside our summation. However, the false positives and false negatives can cancel each other out.
C. The only possible outcomes of a zero-predictor would be a true negative or false negative, which has losses of 0 and 1 , respectively.
D. If every prediction is a false positive, then each point will have a loss of -1 , and the total loss will be $\frac{n(-1)}{n}=-1$. If every prediction is a false negative, then each point will have a loss of 1 , and the total loss will be $\frac{n(1)}{n}=1$. If there is a blend of these or some true predictions scattered throughout, then the total loss will be somewhere between these values.
(d) [2 Pts] Suppose Yuerou believes that wrongly predicting Barbie is worse than wrongly predicting Oppenheimer.
(i) Which quantity should she aim to minimize?
A. True Positives
B. False Positives
C. True Negatives
D. False Negatives

Solution: We never want to minimize true positives or true negatives. Wrongly predicting a value of 1 is worse than wrongly predicting a value of 0 . This means a false positive is worse than a false negative.
(ii) Which evaluation metric is the BEST option to maximize in this scenario?
$\bigcirc$ A. Accuracy
B. Precision
C. True Positive Rate
D. False Positive Rate

## Solution:

Accuracy punishes false positives and false negatives equally, so that is not the best fit for this scenario.

A perfect precision of 1 would mean no false positives in our predictions, making this the best option.

True positive rate punishes false negatives, not false positives.
We want to minimize the false positives, so we don't want to maximize the false positive rate.
(e) [2 Pts] The table below shows a sample of validation data and predictions.

| $y_{i}$ | $\hat{P}\left(y=1 \mid x_{i}\right)$ |
| :---: | :---: |
| 1 | 0.52 |
| 0 | 0.51 |
| 1 | 0.89 |
| 0 | 0.13 |
| 0 | 0.72 |
| 1 | 0.77 |

What is the range of classification thresholds that maximize accuracy while having no false
positives on this sample of the validation set? Fill in this range's left and right bounds in the spaces below. Please keep your answers to 2 decimal places.
Threshold Range $=(\square, \square)$
Solution: Any value in the range $(0.72,0.77)$. The highest probability for a data point with a true label 0 was 0.72 , so the threshold had to be higher than that. Still, anything above 0.77 would also classify the last point as a false negative and wouldn't maximize accuracy.
$\qquad$
(f) [2 Pts] Below are the ROC curves for 3 different models.


Suppose we fix the TPR to be 0.3 .
(i) Which model would be most preferred?A. Model AB. Model BC. Model CD. Not enough information
(ii) Which model would be least preferred?A. Model AB. Model BC. Model CD. Not enough information

Solution: With a fixed TPR rate of 0.3 , we want the curves that have the lowest FPR at that point. B has the lowest FPR and A has the highest.

## 9 PieCe-A cake [8 Pts]

(a) [2 Pts] Milad wants to learn more about Principal Component Analysis (PCA). Which of the following statements are true? Select all that apply.
$\square$ A. Principal component vectors always have a mean of 0 .
$\square$ B. PCA is sensitive to the scale of variables and can be influenced by outliers.
C. The singular values along the diagonal of $\Sigma$ can be used to explain how much variance is captured by a principal component.
$\square$ D. We should always pick the maximum number of principal components needed to capture all the model variance.

## Solution:

Option A is incorrect. While we do want to center our original data to perform PCA, when we transform the data into principal components, these vectors are no longer centered at 0 .

Option B is correct. This is why we center our data before performing PCA.
Option C is correct. The square of the singular value divided by the number of observations is equal to how much variance is captured.

Option D is incorrect. The more principal components we have, the more variance will be captured, but with diminishing returns. Picking all the principal components defeats the purpose of dimensionality reduction.
(b) [2 Pts] Use the options below to fill in the blanks and complete the following statement:

Milad trains an OLS model. As he increases the number of principal components used, the training loss will $\qquad$ (i) $\qquad$ at first, then $\qquad$ (ii) $\qquad$ later. The test loss will
$\qquad$ (iii) $\qquad$ at first, then $\qquad$ (iv) $\qquad$ later.
(i) Fill in the Blank:
A. Increase
B. Mostly stays the same
C. Decrease
(ii) Fill in the Blank:
A. Greatly increase
B. Very slightly increase
C. Very slightly decrease

○ D. Greatly decrease
(iii) Fill in the Blank:
A. Increase
B. Stay the same
C. Decrease
(iv) Fill in the Blank:
A. Increase
B. Decrease
C. Oscillate between increasing and decreasing
D. Stay constant
$\qquad$
(c) [2 Pts] Provided the full SVD of a square full-rank matrix $X$ is written as $X=U \Sigma V^{T}$, which of the following matrixes are always symmetric? Select all that apply.A. $U^{T} X$B. $X V$C. $U^{T} X V$
D. $X U^{T} \Sigma V$

Solution: Before our analysis, let us note that given the full-rankness and squareness of $X$, all matrices $U, \Sigma, V$ will also be square matrices, and $\Sigma$ would be a diagonal matrix with only nonzero diagonal entries.

A is not always the correct option, provided that $U^{T} X=U^{T} U \Sigma V^{T}=\Sigma V^{T}$ is not symmetric unless $V$ is symmetric.

B is not always the correct option, provided that $X V=U \Sigma V^{T} V=U \Sigma$ is not symmetric unless $U$ is symmetric.

C is the correct option. Provided that $X=U \Sigma V^{T}$, we see that $U^{T} X V=\Sigma$. Furthermore, as stated before, $\Sigma$ is a square matrix, and as it only has nonzero entries on its diagonal, we see that $\Sigma=U^{T} X V$ is a symmetric matrix.

D is not always the correct option, provided that $X U^{T} \Sigma V=U \Sigma V^{T} U^{T} \Sigma V$ is not guaranteed to be symmetric.
(d) [2 Pts] Milad makes the following plots:
A.

B.

C.

D.


Which of the above plots are NOT valid scree plots? Select all that apply.ABC

Solution: Scree plots must always decrease, which A and B do not do. With C, the first three PCs already capture more than $100 \%$ of the variance, which is impossible.
$\qquad$

## 10 k-Nice [8 Pts]

(a) [4 Pts] Shiny has the following dataset, where each point has two features, $x_{1}$ and $x_{2}$ :

| $x_{1}$ | $x_{2}$ | Point Label |
| :--- | :--- | :---: |
| 7 | 9 | A |
| 4 | 4 | B |
| 0 | 3 | C |
| 9 | 9 | D |
| 3 | 4 | E |
| 5 | 5 | F |



Shiny decides to perform k-means clustering on this dataset with 2 clusters: the left cluster has an initial center at $(3,3)$, and the right cluster has an initial center at $(10,10)$.
(i) Which points belong to the left cluster after the first iteration? Format your answer as a list of point labels separated by commas in alphabetical order.

Solution: B, C, E, F. These points are closer to $(3,3)$ than $(10,10)$.
(ii) Where are the clusters centered after the first iteration?


Solution: $(3,4)$ and $(8,9)$. These are the average $x_{1}$ and $x_{2}$ values for the respective clusters.
(iii) Which points belong to the left cluster after the second iteration? Format your answer as a list of point labels separated by commas in alphabetical order.

Solution: B, C, E, F. These points are still closer to the new left center than the new right center.
(iv) How many points do we expect to change clusters if Shiny were to perform a third iteration?
Number of Points $=$ $\square$

Solution: 0. The points in the two clusters remained the same between the first and second iterations, meaning that k-means converged.
(b) [2 Pts] Suppose now, Shiny is working with the same dataset, but with new clusters. One cluster has points $[B, C, E]$ and the other cluster has points $[A, D, F]$. For both parts, please write your answers in the given blanks.
(i) What is the distance between these two clusters by single linkage?

## Distance $=$

Solution: We take the distance between the two closest data points, which would be B and F. This distance would be $\sqrt{(5-4)^{2}+(5-4)^{2}}=\sqrt{2}$.
(ii) What is the distance between these two clusters by complete linkage?

$$
\text { Distance }=
$$

Solution: We take the distance between the two farthest data points, which would be C and D . This distance would be $\sqrt{(9-0)^{2}+(9-3)^{2}}=\sqrt{117}$.
(c) [2 Pts] Which of the following statements are TRUE regarding clustering? Select all that apply.
$\qquad$A. If we run agglomerative clustering with the same $k$ and the same type of linkage, we will get the same results each time.
B. Distortion is a version of inertia weighted by cluster size.
C. When choosing the optimal $k$ for k -means clustering, we should pick the $k$ with the lowest loss.
D. Within one iteration of k-means clustering, some clusters' centers may move even if other centers do not.

## Solution:

Option A is correct; k-means clustering is the type of clustering that can vary depending on the initial centers.

Option B is the correct definition of distortion.
Option C is incorrect. We should use the elbow method.

Option D is correct. Imagine you have 3 clusters, one very far from the other two. The other two may swap points between one another and change their centers, while the far cluster remains the same.

You are done with the Final! Congratulations!

Use this page to draw your favorite Data 100 moment!

